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My point here is, on the contrary, that the “idea of Latin” America 
twisted the past, on the one hand, and made it possible to frame the 
imperial/colonial period as proto-national histories, and, on the 
other, made it possible to “make” into “Latin America” historical 
events that occurred after the idea was invented and adapted. […] As 
I have said, I am not writing ahere “about” Latin America in an “area 
studies” framework, but on how Latin America came about. 
 
 

The Idea of Latin America 
Walter D. Mignolo 



 
 
 
 
 
 
 
 
 
 
 
 

Ground 1 
 

Diasporav/Diaspora: ‘Zero degree’ Level 
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After Modernity/Post-colonial diaspora 
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Diaspora   Conceptual Transition 
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Ground 2 
 

Concept/Concept Evolution: ‘EjpivsthmoV/Episteme’ Level 
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The Philosophical Problem of Measurement 
By Sergio Plata 

 
 
A crucial problem in any human activity is measuring. In science it is clear that 
quantitative methods (which at the end are concentrated on measuring) are of the 
utmost importance, in industry and business the issue of controlling, and planning 
involves directly the concept of measurement, for example measurement of 
objectives. In general measurement is always an argument in which many decisions 
are taken. 
 
The locality of the concept of percent change. 
 
Concepts in economics do not float in abstract spaces, they are grounded in some 
space in which they take form and acquire meaning. Following [Deleuze, 1984], 
concepts are fractal parts that can only live in the context of a plane. This plane of 
immanence is, in the case of economics, allows concepts to span infinite ideas. It 
would be wrong to consider that these concepts in economics change. In this case the 
space in which they exist is the one that changes. 
 
 
What kind of information are the economic parameters. 
 
Statistics, and other methods of information management play an important role in the 
interpretation of economic information. But in a contradictory sense, the effectiveness 
of the method used to derive the information is measured more in the technological 
part, i.e. the explanation of how the final outcome of a process was achieved. 
 
For example the methods used in neural networks, like the “back regression 
perceptron” is at the end another dynamical system which consists of linear 
transformation alternated with non-linear transformations, in order to simulate the 
way in which the human brain works and to give an effective result of some 
information given. Nevertheless, the explanations are not as clear as in other methods 
like the so-called artificial intelligence or the classical statistical models. 
 
Knowledge in economics. 
 
Concerning the cases in which some parameters are measured, knowledge is still 
given in the form of a great narrative; in fact this narrative is constructed in such a 
personal way, that there are many interpretations made on the same information. 
 
 
Measurement in Science: Empirical Methods. 
 
Statistics, and in general all the areas of applied mathematics involve first of all 
empirical methods, in that sense there are some theoretical assumptions in which the 
research or the simple user of the methods in applied mathematics rely on.  
 
Conventionally, these theoretical assumptions obey to a tradition; a tradition of 
thought, and academia that together with a set of beliefs constitutes a whole body of 
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reflections on the area. Theories on the one hand are absorbed by the researcher and 
reflected in his “feeling” to tackle problems but on the other hand they are written in 
the literature that constitutes the basic pillar of the discipline in which all meaningful 
knowledge is feed backed in the same way, for example [Dantzig, 1963] or 
[Kantorovich, 1939] the fathers of linear programming and operational research 
methods follow this epistemology. 
 
In this sense theories and methodologies can be analysed under this epistemic frame. 
The first epistemological reflection in applied science revolves around the “place of 
knowledge” in reference to the “cognitive subject”. For example in statistics, which is 
used in many areas of knowledge as a tool, we have that according to [Michie, 1994], 
the core of the discipline, in other words, the space in which knowledge is generated 
is dual: the practice and the theoretical background in which the practice is achieved. 
This to some point obvious argument, can be easily extrapolated to any area of 
applied mathematics, as in [Hand, 1996, 446] where he refers to a “physical process” 
and repeatedly extrapolates the statistical methods making them become a crucial 
concept in the meaningfulness of the subject: “representational theory hinges on a 
homomorphism between the empirical and numerical systems [positive numbers]” 
[Hand, 1996, 460]1.  
 
In this sense, practice is perception and theory is memory which is feed backed by the 
same iteration of the process: the “procedure is then some formal method for 
repeatedly making such judgement in new situations” [Michie, 1994, 1] or as put by 
Henri Bergson in his Matiére et Memoire, “Tout moment de notre vie offre donc ces 
deux aspects: il est actuel et virtuel, perception d’un coté et souvenir de l’autre”. 
Nevertheless the form of “souvenir” in applied science, in the sense of Bergson, 
which makes reference to the likelihood of explanations and results, appears in a 
written form, or if preferred, in terms of J. Derrida “enunciation”.  
 
This becomes clearer in the sense that the “contexts in which a task is fundamental 
include, for example, mechanical procedures” [Michie, 1994, 1-2] 
 
Therefore, in the specific case that concerns us knowledge equals narrative, and the 
presentation form is given via a text, therefore language and its meanings will be an 
important line of analysis in this work.  
 
Another interesting approach is the epistemological analysis that will show how in 
this case, the statistical knowledge or any other empirical knowledge works as a base 

                                                 
1 In this paper empirical systems are systems of things directly connected with the “real world”. One 
thing I cannot figure out is the concept of homomorphism in Hand’s paper. In category theory the term 
is used to indidcate that a transformation preserves the structure of a set, however the interesting 
homomorphisms are given between groups (in the algebraic sense). It might be arguable to say that an 
empirical system is a group, but the set of positive numbers is definitely not. In fact the only thing we 
can say is that if we want to use astonishing terms like “homomorphism” to express that the function 
preserves the structure of sets, one has to be more careful in his language because at some point one 
does not understand if he refers to a precise concept or he is just referring to a colloquial terms and 
simple notions. However in any case, the function to which Hand refers could be better described as an 
automorphism, or epimorphism or even a homeomorphism, or dipheomorphism (I can give extense 
arguments on this), but moreover, given the structure of the sets he is describing, what it should really 
be is an endomorphism, in other words, a measure preserving transformation. 
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for the creating of a reality principle instead of only comparing some parameters as 
seen in the canonical way: comparing methods and distinguishing tasks. 
 
In this way our analysis becomes cognitively independent of the methods themselves 
and can give us degrees of freedom to analyse their effectiveness.  
 
So this discussion will be divided in two parts: a) the generation of the act of 
cognition and the subsequent identification of cognitive subjects in the process, and b) 
Hermeneutical analysis in order to transform data or abstract models into meaningful 
knowledge, in which measurement is a basic concept.  
 
For example, since the beginning of modern applied mathematics, in Kantorovich’s 
discourse on linear programming the main discourse revolves around the concept of 
measure control, (as the optimum is a measure) as well as in other cases of 
Operational Research. Moreover measurement and Measure Theory are the theoretical 
basis of Statistics, for example Birkhoff’s recurrence theorem, in which the 
measurement becomes a main issue in the discussion.  
 
My position on measurement is clearly contrary to Hand’s as he states in his [1996]:  
 

Measurement then involves the discovery of the relationship between 
different quantities of the given attribute. The key word here is 
“discovery”… the classical theory discovers pre-existing relationships 
[Hand, 1996, 457]. 

 
Under this epistemic view classical theory does not discover anything at all, does not 
invent either. In fact the question of discovery and the pre-existence of relationships 
imply the existence of a pure heuristic act, which in any case becomes the core of 
statistical analysis and should deserve further explanations. 
 
Discovery in any case deals with a way of knowing. If knowledge is to be a 
description or image of the world, as suggested by Hand, we need criteria that might 
enable us to judge when our descriptions or images of the world are "right" or "true". 
And it is in this sense that the meaningfulness and  the foundations of applied sciences 
including statistics should be. 
 
Following for one moment Hand’s argument, the circumstance (in the sense of Ortega 
y Gasset) in which human beings appear is a ready-made independent world and man 
as a "discoverer" has the task of exploring and knowing that reality in the truest 
possible manner, with this scenario the path of scepticism should be there from the 
outset. The notion of semblance or in this case likelihood, which, according to 
Xenophanes accompanies all human knowledge, is elaborated and applied above all to 
the concept of perception.  
 
The unanswerable question is up to what point, any picture transferred by our 
perception might correspond to the objective reality. This is still today the problem of 
theory of knowledge. [Von Glasersfeld, 1984]. 
 
Following Von Glassersfeld, using an apple as example; to our senses it appears 
smooth or hard, sweet or sour, and red or green; but it is far from self-evident that the 
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real apple possesses these properties, just as it is not immediate that these are the only 
properties that define the apple as an apple, there might be properties that are not 
grasped by our senses! 
 
The question is unanswerable, because no matter what we do, we can check our 
perceptions only by means of other perceptions, but never with the apple as it might 
be before we perceive it. The sceptic’s argument made philosophers’ life difficult for 
more than 2,000 years. Then Kant added a second, even more problematic argument, 
by “considering space and time aspects of our way of experiencing, he shifted them 
out of reality into the realm of the phenomenal, therefore, he made questionable not 
only the sensory properties but also the thinghood of the apple”. (see [Von 
Glasersfeld, 1984]). 
 
In this way, it is not only the properties of the apple the ones that are uncertain, but 
the existence of the apple as an object as well, i.e. apart from the rest of the world as a 
unitary thing. 
 
That is the main question which many theories of knowledge try to answer, 
nevertheless, in the case of applied science; we think that radical constructivism can 
answer many of these issues in the field in a consistent way.  
 
Contructivism can be traced to Giambattista Vico in 1710, for him, “God's truth is 
what God comes to know as he creates and assembles it, so in the same way, human 
truth is what man comes to know as he builds it, shaping it by his actions. Therefore 
science (scientia) is the knowledge (cognitio) of origins of the ways and the manner 
how things are made” [Von glasersfeld, 1984]. 
 
Vico, of course, still tries to establish a connection between human cognitive 
constructions and God's creation. In his treatise on metaphysics, the theory of 
knowledge he has developed is logically closed because man's knowledge is seen as 
man's construction and does not (and could not) pertain to God's ontological creation,  
 
Vico's maximum "Verum ipsum factum" (the truth is the same as what is made) 
applies to the explanations of statistical and other applied sciences. Unfortunately, his 
avant-garde epistemological ideas are rarely mentioned, and never explained.  
 
According to him, the only way of "knowing" a thing is to have made it, for only then 
we know what its components are and how they were put together. Thus God knows 
his creation, but we cannot; we can know only what we ourselves construct.  
 
In this sense, statistical knowledge is a construction of the statistician and in no way a 
discovery as Hand states. Moreover if we try to fit Hand’s explanation of statistics in 
Berkeley’s empiricists theory contradictions arise immediately as he says: “Classical 
theory requires relating the hypothesised quantitative attributes to observable 
quantities” [Hand, 1996, 457] assuming the construction of a hypothetical statement 
(contrary to Berkeley’s philosophy).  
 
This discussion begins in the problematisation as it tackles the problem of analysis 
concerning the efficiency of the methods used, therefore one must put the highest 
attention to the epistemology of the process, more than merely comparing classical 
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parameters like the error rate or computing time, which are only partial steps of the 
whole process. To think that this kind of measures mirrors the whole epistemic steps 
of applied mathematics is to dismiss the richness of the methods and to strip the 
discipline of its potentialities (not mentioning the terrible confusion between 
epistemology and methodology). 
 
This study goes beyond the comparison of some parameters, and goes to what can be 
consider the heart of the problem: explaining the epistemic and knowledge problems 
of the so-called heart of applied mathematics: Operational Research2 and try to 
identify some of the foundations in this area of knowledge. 
 
It seems that when talking about the principles and foundation of some applied 
science like statistical theory, the authors have discussions on the methodology and 
not what lies behind the methods, like the basic definitions and enquiries of 
meaningful cognitive processes. For example in [Hand, 2001] the title of the book 
suggests that the principles of data mining are going to be found in the book, 
moreover, as we read in the preface that “This text has a different bias. We have 
attempted to provide a foundational view”, certainly one expects that foundational 
questions should be treated; for example if one reads works in the foundations of 
mathematics questions like What is number?, (a crucial and basic concept of the 
foundation of the discipline) are treated at length3. Nevertheless, and unfortunately in 
such texts we did not find any discussion on the foundations of the discipline.  
 
Furthermore, sometimes their language is slack and imprecise: at some point in the 
discussion, they specify the difference between theoretical and mathematical concepts 
concerning the realization of data analysis algorithms (a main point in the field), but 
never specify what is the difference between theoretical and mathematical (is there a 
difference, I wonder?), or is it that they consider mathematics as an empirical 
science?, in which case, big contradictions in the second and fourth chapters of 
Hand’s attempt to write with a philosophical flavour can be spotted, like the that fact 
of calculating measures in some space, (which I will explain at length later). 
 
In addition, terms like “real world”, which is a fundamental concept and objective of 
the field is treated in the first chapter differently than in the second, in which the term 
can be used for basically anything: 
 

Our aim is to discover relationships that exist in the “real world”, where 
this may be the physical world, the business world, the scientific world, 
or some other conceptual domain. [Hand, 2001, 25] 

 
Clearly if the concept of “real world” can be physical (my notion of physical world is 
the one that we can grasp with our immediate senses and that correspond to a physical 
objective stable system in the sense of [Canaparo, 2000]) or abstract as mathematical, 
then “real world” is anything at all (covers all the possible ontological spectrum); 
moreover, if they mean a physical world as a “conceptual domain”, how can we 

                                                 
2 In this case, Operational Research refers to Linear programming, statistical methods and other 
applications of mathematics to problems of real life. 
3 See the classical literature like Whitehead and Russell’s Principia Mathematica, or the work of Georg 
Cantor on the set theory. 
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explain the term “observational data” in their basic, first and most foundational 
definition: 
 

Data mining [statistics] is the analysis of (often large) observational data 
sets to find unsuspected relationships and to summarize the  data in novel 
ways that are both understandable and useful to the data owner [Hand, 
2001, 1] 

 
Moreover, in chapter four, the discussion on the “theory” involves another 
contradiction concerning the concept of “real world”: 
 

The theory, on the other hand, leaves scope for perspectives on the 
mapping from the real world 4 to the mathematical representation- i.e., on 
what probability is. [Hand, 2001, 95] 

 
So if “real world” as exposed in the previous chapters of the mentioned book could be 
the scientific world  (which clearly includes mathematics), then what is the true 
meaning of “mapping from the real world to the mathematical representation” in the 
above quotation?; in other words, if the theory, implies “mapping” from “real world” 
to “mathematical representations”, the three basic questions are: “what is mapping, 
what is real world and what is mathematical representation?, beginning with the 
simplest: What is “real world”, the authors have quite a nice ( and ridiculously 
laughable) salad in which any religious theory (as a conceptual domain) can fit as 
“real world”. Frankly at this point I could not follow anymore the discussion on their 
foundational arguments, which led me from left to right and from up to down. 
 
It is not my intention, to be picky on the definitions and language used in this kind of 
texts, the notion of “real world” as a physical stable system or objective reality might 
be enough for some purposes, but certainly not if the discussion is about the 
foundations of the discipline, and bibliography as [Suppes, 1994] in its three volumes, 
[Landauer, 1997] and [Fayyad, 1996] is quoted as Referimenti.  
 
Of course I do not judge their absolute expertise in the management of the tools and 
principles (in the technical or methodological sense) of the discipline, but one can see 
that in this book they have not tackled fundamental questions concerning the 
epistemology of statistical analysis5.  
 
In this case I consider that the precise definition of “real world” is of the utmost 
importance, as it constitutes one of the axes of analysis and its interpretation as 
informational domain and codomain6 (i.e. where the data come from and end in) 
however, it seems to care little. Of course that if the book is centred in the methods it 
is reasonable to dismiss this kind of enquiries, however this is not their intention (to 
deal with the methodological approach): “there are already many other books on data 
mining on the market… [they] emphasise specific methods and algorithms rather than 
general principles (such as parameter estimation or computational complexity)… 

                                                 
4 This time “real world” is not in quotation marks. We could not find out why or what was the purpose 
of the author in striping this concept of the quotation marks. 
5 Epistemology in this case should be taken as in Deleuze definition of draw p lans and create concepts. 
6 Domain and codomain are to be taken in the mathematical sense and statistical operations as 
functions. 
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There are other texts on data mining [that] have been written largely from a computer 
science viewpoint” [Hand, 2001, xxvii-xxviii], and continues, “Rather than discuss 
specific data mining applications… we have instead focused on the underlying theory 
and algorithms that provide the “glue” for such applications”. In this case one expects 
to know how this theory works as “glue” in the applications. However, the theory is 
reduced to comments and explanations of the methods, taking for granted that this 
conforms the algorithms that serve as “glue” for the applications. 
 
In this axiomatic approach, fundamental epistemological and methodological 
questions (such as at what point the method begins and ends) are left in the air, 
furthermore, the underlying theory is not a theory, but a technique, problem that 
anyone might consider fundamental in the foundations of data mining. 
 
In this sense, many texts as Hand’s have the Jupien effect7.  
 
However, this work tries to ana lyse some of the foundational principles of applied 
sciences that are directly reflected in the epistemology of the discipline. 
 
And for that I will begin with the problem of measuring with respect to the 
construction of a person with respect to space, which will throw light in this 
apparently obscure relationship between the real and abstract world of mathematics. 
 
The construction of a person with respect to space. 
 
In the first place, as exposed in the case of empirical methods above, the construction 
of a cognitive subject has to deal immediately with a writing activity in the first place.  
 
In a way Operational research and other applied disciplines, seen like a space of 
knowledge, are not a result but a necessary condition of knowledge; in this sense 
narrative as exposed by [Lyotard 1989] can illuminate the concept of knowledge in 
applied mathematics. This is due to the nature of the construction of knowledge from 
an intellectual perspective in this kind of discipline.  
 
In this sense we can identify two things in the world: firstly a “physity” [Canaparo, 
2000], in which facts “live” and secondly another field which is an intellectual space 
in which “events” happen or better said in which “events” are constructed from a 
defined and personal perspective (the perspective of the researcher or statistician).  
 
I this sense the concept of report is of the utmost importance; report as “rapport” or 
“recit” in the sense of Paul Ricoeur, in which we can interpret that the person who has 
written or signed a certain terminology (in applied mathematics) did it as a cognitive 
element, or if one prefers as an epistemic element. 
 
Under this meaning, the “word” holds a signification of a “plot” a “mise en intrigue” 
which induces naturally a conceptual and abstract ordered structure to the rational 

                                                 
7 Jupien, is a character in Proust’s La recherché du temp perdu, he is the porter in the hotel, a very 
handsome and proper gentleman, he is very appealing and attracts customers to the hotel, however this 
situation is very deceitful because inside the hotel is very different. See [G. Genette, 1987], In this case 
great and appealing titles appear, but in the text they do not do what in the title, in the introduction nor 
in the preface says. 
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thinking, in other words, there is not such a thing as a common sense, but only a 
narrative or “recit”. 
 
Applied mathematics are dealing all the time between the real and abstract world (as 
in Hand’s description of the obvious), in epistemic terms, this “dealing” can be 
analysed in the steps of observation, perception and representation to have a proper 
cognitive act. 
 
Under this view there is a distinction (I would say a clear distinction) between the 
terminology used in order to distinguish from what we mean with perception -or in 
Piagetian terms a <sensory-motor> abstraction- and a cognitive act. 
 
Movement 
 
Let’s begin with the concept of movement; firstly we have to specify that 
“movement” is not identical to “displacement”. Displacement happens in the physical 
world and movement in the narrative cognitive world, in this sense (see [Deleuze 
1986, chapter 4]), we can conclude that movement is the iteration process of images 
on which we over- imposed a certain time and rhythm to appear, like in cinema, where 
we can identify movement as a presentation of static frames at a speed of 24 per 
second, in fact, our human brain is so slow, that we have more than 24per second we 
don’t notice it, and if we have less we can see the “skipping” of the images. But 
indeed, movement and the concept of image is a true epistemic step, which tells us the 
way in which we think. In this sense I agree with Canaparo (and his literary theory) 
that our knowledge coming from a literary source is firstly visib le and it leads to the 
construction of images, and I would add that therefore immediately to movement and 
dynamics (or kinematics). In fact, when we analyse movement we do it analysing 
frame by frame, and that is how we think: by static images. 
 
Therefore movement is invisible ([see Virilio, 1989]) because it is not part of the 
physical world. Movement is explained and identified not as a perception 
(displacement), but as a depiction of the effects of some action (for example 
subatomic particles, which thanks to Rutherford and others we imagine, but no one 
has ever seen one of those!), and for more of this we can follow even the argument of 
Zeno of Elea and his famous paradoxes of movement.  
 
In this sense velocity as a MEASURE of movement is the only consistent and 
immutable factor between perception and knowledge, in mathematical terms, we call 
these factors “invariants”, of course there are many invariants, invariants under 
transformation, under composition, etc.  
 
What we see is displacements of objects and bodies (including wholes systems if you 
want), but what is clear is that we cannot see movement: movement belongs to a 
narrative rational plot. Thus movement belongs to a cognitive linguistic area and not 
to the physical world.  
 
In the case of science this is very relevant, because it is not the work of a scientist to 
explain the world of perceptions, but to refer to a linguistic world images of 
perception, which should be built according to a tradition (writing tradition, scientific 
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tradition if you want). Therefore science most have a historiograhical principle, 
because science does not deal with the physical world, technology does.  
 
As a brief parenthesis here I can say that the object of history of science as we know it 
in the literature is not clearly science, but technology, historians of science do not do 
such, they do history of technology in most of the cases. 
 
Therefore it is important to make a clear distinction between science and technology, 
and establish their respective links and connections under a certain epistemological 
frame. In our case, it would be enough to say that technology deals with objects and 
situation so reality “physity” and that they DO NOT HAVE POSSIBLE WRITING.  
 
Therefore science is history of science; and technology deals with physical objects in 
a totally opposite activity that does not have historical or even narrative approach. 
 
In conclusion, displacement are perceptions of change of relative positions of bodies 
or systems and velocity is the factor (concept) that relates displacement, denoted by 
“s”, or change of relative positions of objects with respect to time. In this case, time is 
another construction that might be better explained in the theory of dynamical systems 
(it is a non-homogeneous and non-uniform factor). Time is only a measure of 
iterations of a dynamical system that serves as an explanation of that physical system. 
It is naturally an action of an abstractly constructed set on another set. And the 
formula of velocity is: 
 
V=S(x)/t 
 
Or  
 
S=delta s/delat t 
 
But In the following system si(x), iin Naturals and x in X, our first measure is not a 
measure, but a description of a change; we are not measuring anything yet!, in fact 
what we know in physics as “change of state” is not measurable in the first 
approximation in the linguistic sense; the only measurable things live also in the 
system of knowledge generated as a plot. 
 
Applied mathematics is then, in this sense, the literature that relates science with 
technology (science and technology understood as above).  
 
Measure in this sense is not the relationship between objects of the physical worlds 
and an abstract system as Hand’s naïve conception. Measure is only a linguistic 
activity, because measure implies the existence of a well-ordered set and the 
construction a-priori of a unit.  
 
If I want to measure the number of units of something and as a result of that I get a 
number, everything lies then in the construction of the discourse in which number is a 
notion or a “amschaung” as said by Georg Cantor in his set theory, that leads us to the 
question of the chicken and the egg.  
 



 10 

However there should be a connection between the system of numbers and the 
physical world (again the perogruyada!, but necessary), and this is precisely that act 
of choosing a unit. In fact, scientists are not measuring, but choosing a unit (already 
an abstraction) and applying the characteristic function to a set under that unit, and at 
the end, the act of adding is calculating the integral of a characteristic function on a 
given set.  
 
Therefore we must choose: 
 

a) A Unit 
B) A set 
C) A belonging concept 

 
The other concepts such as Xa and integral de Chi de A are done by the 
historiograhical tradition (or by the historiographic tradition called science0. So if I 
want to measure a tree can say: 
 

1. It is 20 years old 
2. It has y branches or w leaves 
3. It has x metres long or z wide 
4. etc. 

 
But in order to say that, I must have first: 
 

1. A unit: branch, metre (this one already is a literary convention), leave, rings, 
etc. 

2. A set a tree a trunk, etc. 
3. A way to count units 

 
The example of the tree can be seen as:  
 
Let A be a tree, let x a branch, then the characteristic function XA as defined in the 
mathematical literature is : 
 
XA(x)= 1 or 0 
 
Now the process of gathering branches, not double counting, etc. is a technological 
process, more than scientific. 
 
In fact what we have to do in the physical world is to choose a unit and put it in 
relation to the set, and when I say “please measure the tree” what we will do is to add 
the number of “1’s” that I put in correspondence with the set which is the tree, and not 
an abstract set of numbers or any other thing; (taking care of not double counting) and 
give a result. 
 
But measuring something is a process by which we have to apply only an abstract 
concept to another abstract concept not to anything in the real world. 
 
Cognitive subject and the allocation of knowledge. 
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The first object is to define what meaningful knowledge in applied science is, and the 
natural way to do it is following the epistemic proper way of the discipline revising 
the literature in it. As seen above, Kantorovich, and other pioneers of the area have 
developed not only the methods in a mathematical way, but also a speech in which the 
explanations and developments are given. Furthermore, this discourse is given in 
different context (as in different political and economic regimes) acquiring a special 
status of scientific narrative, or what Lyotard calls the “Great Narrative”. 
 
First of all, meaningful knowledge in this area is given in a written form, so the 
cognitive subject appears after the observations and the gathering of data have 
finished (see [Hand, 2001]). In other words, if there is a biological dimension outside 
of the recording of data and further writing activity in these problems, certainly it 
does not have possible writing and it is strange to any possible communication.  
 
This idea is linked directly with the principle of inverse probability, in which working 
under its assumptions means the rejection of any possible source in the biological 
dimension, therefore, Bayesian approach has a core explanation in the translations and 
ontological interpretations of the objects of the “real world” into a writing activity, 
<actividad escrituraria>. 
 
In general when talking about applied mathematics one must relate an abstraction 
process correlated with an <objective reality>. Therefore the notion of objective 
“truth” in the process, as we have seen above in the case of the fundamental questions 
of philosophy, is of the utmost importance. 
 
This work is supported in the assumption that experience is decomposable in certain 
kinds of elements and each of the observers or experimenters build it in a particular 
way, basically according to their experience. Then data as such is generated.  
 
But first we will define the cognitive subject in applied sciences. The cognitive 
subject is clearly not the data owner, if it is, then an obvious corollary can be drawn: 
For example, Operational Research (including linear programming) is reduced to a 
mere technique to manage data in which meaningful knowledge does not exist. 
 
In this case we will have to assume that the analyst is the cognitive subject, i.e. the 
cognitive subject is not the general public, the government, the military or in general 
the data owner, but the mathematician (statistician, analyst) himself; and it is in the 
mathematical process in which the generation of knowledge takes place.  
 
We want to make clear that, by assumption, (see [Hand, 2001]), cognition does not 
take place in the computational process, if cognition was given in the computational 
phase8, then knowledge would equal symbols and the act of cognition would equal the 
manipulation of symbols.  
 

                                                 
8 We take the definition of computation methods of [Hand, 2001], which states that computational 
methods are procedures for searching and optimising over parameters and structures guided by the 
available data and our score function [235], having in mind that computational methods have all the 
properties of algorithms except a method for guaranteeing that the procedure will terminate in a finite 
number of steps [141] and the remarks that “mathematical modelling” and “computational algorithm” 
are two different things [xxviii] 
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In this sense, one can argue that many mathematical theories are epistemologically 
equivalent to the case of computing, nevertheless, in the case of statistics, the main 
difference is clearly the hermeneutical process. This assumption leads us to an outline 
of the main characteristics of knowledge in statistical theory.  
 
We can say that symbols in statistics are different from symbols in computation; in 
the first case they have a semiotic reference in which representamen, interpretant and 
object form a sign in the classical sense of Peirce. Therefore the reader of statistics 
becomes a lettore in fabula [Eco, 1976] concept that would never be possible in 
computing. 
 
In a way the symbols used in the statistical process are a reflection of an image 
created from an object of the real world: 
 

Mais youte perception attentive suppose véritablement, au sense 
étymologique du mot, une réflexion, c’est-à-dire la projection 
extérieure d’une image activement créée, identique ou semblable à 
l’objet, et qui vient se mouler sur ses contours [Bergson, 1903, 105] 

 
Applying Bergson’s idea to this case, the fundamental question of knowledge is a 
reduction of information in a procedure of symbolic computation, leading to a 
relationship with the physity, to the extent of expressing the definition of 
computational process in reference to statistics as in [Hand, 2001]; i.e. computing 
means the algebraic manipulation of symbols, and the way in which it operates; this is 
only achieved in the form of symbols and operates outside of any possible meaning. 
In this sense, the syntax of the symbolic codes encodes its semantics, making it 
limited to the programmer’s range of contexts. 
 
In this case, the true value of the process is minimised when the symbols do not reach 
a representation of some aspects on the physity and the information (as 
communicative data)9 leads only to a successful solution of the problem given to the 
internal system. 
 
As far as the methods illustrate, cognition is split in two: on the one hand it consist of 
conscious contact with reality, and on the other an abstract computational symbolic 
process.  
 
One of the most important epistemological goals is to establish the relationship 
between the phenomenological and the computational mind. 
 
In order to base a concrete and solid ground for our study, we chose a constructivist 
approach to explain and analyse the methods used to classify data. 
 
The proper question of this work is to see what kind of explanation do these methods 
give in the base of the duality established above: The human mind with its human 
problems which have a phenomenological view, i.e. in this sense, we can apply 
Berkeley’s principle "esse est percipi" (to be is to be perceived), however, we do not 
consider Berkeley a constructivist; the main difference between Vico and Berkeley, as 

                                                 
9See [Segal 2003] 
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well as with later idealists, is that Vico considers man's rational knowledge and the 
world of rational experience simultaneous products of man's cognitive construction. 
Therefore under this view (Berkeley’s) knowledge is an awareness of the operations 
that result in our experiential world. Berkeley presupposes the activity of the intellect, 
his accent always lies on the being, whereas Vico invariably stresses human 
knowledge and its construction, for example we perceive colours, three-dimensional 
space, etc. but we do not perceive subatomic particles, nevertheless, statistics seen 
from constructivism offers methods to explain what a conscious experience is10.  
 
Jackendoff calls this problem the ‘mind-mind problem’ in contrast with Descartes’s 
‘mind-body problem’, for it centres on the relation between the computational mind 
and the phenomenological mind. 
 
Experience in this sense is not knowledge; in fact, the main epistemic question in this 
work is how experience leads to cognition via methods of data mining or more 
generally statistics. 
 
Under this analysis the main difference between algorithms in the field of statistics or 
any other applied mathematics theory, and computational methods, is clear and lies in 
the epistemological view of the lack of referent in the general semiotics and the 
definition of knowledge in one and the other areas.  
 
Therefore the main difference, is not that which states that computational methods 
have all the properties of algorithms (in statistics) except a method for guaranteeing 
that the procedure will terminate in a finite number of steps, as said in [Hand, 2001]11; 
in fact this difference which is totally methodological does not attack the foundations 
of the discipline and does not draw clear lines in these fields. 
 
The case if it does not terminate or it does, is irrelevant and very arguable, as I can 
imagine pure computational methods that terminate and does not necessary are 
considered outside the field. In this sense, the remarks that “mathematical modelling” 
en tant que manipulation of symbols are equivalent to any “computational algorithm” 
contradicting remarks made in [Hand, 2001]. 
 
So knowledge in computational methods is not related directly to the <physity> 12 of 
the world, but with an already made abstraction of it into a quantitative set. In fact, as 
said in [Hand, 2001, 3] the relationships that are sought in the process are within data 
sets. Therefore, the ontological level in which computational theory or statistics move 
in the methodological step does not change. That is why a lot of confusion is 
generated between these disciplines. 
 
It is important to note that a meaningful relation with the physity is taken for granted 
and it is not analysed until the end of the process. Hermeneutical equivalence only 
takes place in the measurement of effectiveness of the models and algorithms. And 

                                                 
10See [Varela, 1993]  
11 This comparison is purely methodological and dismisses totally the epistemic frames and powers of 
applied mathematics. 
12 For the term physity, see [Canaparo, 2002] in which he refers to the nineteenth century conception of 
real world as a physical stable system in which a possible consensus can be achieved and where the 
generation of invariants (as in mathematics) can be measured; se als o [Plata, 2004]. 
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the space generated in this process is defined as where the cognitive subject acts and 
active knowledge is constructed. 
 
In other words. The main difference between statistics and computation does not lie in 
the algorithms, but in the epistemic definitions. Knowledge in Statistics is Narrative 
and in computing is Symbols; in the same way, cognitive acts in statistics are 
communicative as in computing are manipulative. Spotting these differences, the 
methods, being infinite or finite can overlap, but the cognitive borders between the 
fields are clearly drawn.  
 
The narrative identity versus the cognitive subject. 
 
If it was justified the previous section that knowing in statistics is equivalent to a sort 
of narrative, the next question is who is the narrative identity, i.e. who is the person 
who talks in the cognitive discourse, in other words who constructs knowledge. It is 
important, under this epistemic view (of narrative = knowledge) to delimit who knows 
and who constructs a cognitive act. In this sense we can say that for Operational 
Research, the narrative identity and the cognitive subject are the same person, 
however, analysing the case of Kantorovich and his contributions to the optimal 
allocation of resources, one can see that these epistemic characters diverge.  
 
As seen in the previous sections, it is the mathematician or in general the scientist 
who is analysing and solving the problems in other words, he is the cognitive subject. 
It is the person that performs cognition. However in Kantorovich;s case cognition is 
two-folded due to the nature of narration. Narration has to poles as in any 
communication process: the emitter and the receiver. An important analysis is to 
identify who are they and what are their respective positions in the process13. The 
main difference to identify these characters can be found in the process of 
representation.  
 
A crucial step in these methods is the problem of representation. Representation is not 
only a construction process by which some objects of one domain are mirrored in 
some other domain, but also is about its transformation.  
 
This notion of representation or I would say re-presentation becomes stronger as it is 
linked to the previous corresponding ontological level, in other words, the task is to 
answer the question representation of what?. As said by [Mundy, 1994, 61-62] the 
main difference between representational and analytical method is the ontological 
references to which the objects are considered; in the former, objects refer directly to 
entities in the real world as conceived before the nineteenth century (see [Mundy, 
1994]). 
 
In this sense we agree with [Wojcicki, 1994] in the sense of the awareness of 
ontological differences between methods. Nevertheless we consider that a general 
implication of the methodology is reflected in the writing activity, or in other words a 
fiction constructed from the internal epistemology. One can infer from here that there 

                                                 
13 If we want to be picky with the use of language we can say that applied mathematics has processes 
and procedures. Discsussion on the difference on these terms can be found in Saussure’s Course 
General de linguistique (for an English version see [Saussure, 1959, 176]). 
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exists a strong relationship between the notion of discourse and understanding the 
ways of applied science. 
 
Therefore in this frame, we want to identify the narrative identity, or more specifically 
what P. Ricoeur says, identify “variations sur la faille entre le temps vécu et le temps 
du monde” [Ricoeur, 1985, 231] to locate his concepts of refiguration and 
configuration en tant que hypothesis in agreement with this discontinuity.  
 
This “variations imaginatives produites par la fiction” constitute the base of the 
writing activity in Ricoeur’s book Temps et Récit, and it is in this same writing 
activity where philosophy, science and literature found the same historiographical 
foundation 
 
According to P. Ricoeur,  
 

L’histoire procède toujours de l’histoire. Il en va de même du travail de 
correction et de rectification constitutif de la perlaboration analytique 
[refering to Durcharbeitung proponed by S. Freud 14]: un sujet se reconnaît 
dans l’histoire qu’il se raconte à lui-même sur lui-même. [Ricoeur, 1985, 
444-445]. 

 
Applying this concept to Kantorovich’s case, concerning his activities in applied 
mathematics, the <narrative identity> is characterised by its constant evolution in 
many planes. 
 
Moreover, adding that,  
 

Le rejeton fragile issu de l’union de l’histoire et de la fiction, c’est 
l’assignation à un individu ou à une communauté d’une identité spécifique 
qu’on peut appeler leur identité narrative. [1985, 442]. 

 
In this way, “identité narrative”, exposed in Temps et Récit solves the problem of the 
gap between the actually experienced, which in the sense of knowledge can be 
translated into <writing>, and the physity of the world, or if one prefers in 
Heideggerian terms [Weltzeit or “time of the world”], what is better described as 
<devenir puro> or in terms of Canaparo, <puro acontecer>. It is in these borders in 
which the writing activity and the biological dimens ion coincide; in this sense a huge 
epistemic problem in Kantorovich’s work15 can be delimited. 
 
The simultaneity of the biological and representational items is a problem to be 
treated in this context. Moreover if  
 

Le dilemme disparaît si, à l’identité comprise au sense d’un même (idem), 
on substitue l’identité comprise au sens d’un soi-même (ipse); la 
différence entre idem et ipse n’est autre que la différence entre une identité 
substantielle ou formelle et l’identité narrative. [Ricoeur, 1985, 443] 

 
                                                 
14 Durcharbeitung  is the discovery, gradually, of the various plans of construction which make opaque 
the view of the origin, the infinity of the past, and threaten to prevent being in the moment, the present. 
15 In general this can be applied to other cases of applied mathematics. 
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In this sense there is a double role of the scientist, as he is the cognitive subject and 
the narrative identity simultaneously, although he performs from different places, 
which leads us to a philosophy of space, en tant que <movement> or the creation of 
territories (in the sense of Delueze-Guatarri). 
 
In Kantorovich’s work, one can identify the beginning of the movement towards a 
possible world (between real world and its mathematical abstraction), produced in a 
relationship between this narrative identity and  the cognitive subject, but only in the 
pursue of, not the principles of nature or origins of a production economic theory, but 
of a writing activity in the sense of the construction of “expecting horizons”. 
 
The idea of a “mathematical representation of normal language” is not of interest for 
Kantorovich, but the construction of what Barthes call a “Sign Code” in which the 
writing activity builds language itself, therefore the idea of representation and 
reference is not relevant. A writing theory, in the sense of Kantorovich, takes charge 
of learning the functions between a rhetoric past and the subjectivity of the narrative 
identity (which, as we have seen is in constant change) and the necessity of creating 
images to sustain a horizon d’attente with which we can navigate in the <puro 
acontecer>, in other words, the way in which we face the present happening which 
lacks of name or writing, is by emulating what we already know (past) in the possible 
knowledge (future). In this sense, Kantorovich is not concerned about any reality, in 
any case, he produces the reality, i.e. he concentrates in the gnoseological limits of 
writing determined by the narrative identity. 
 
In other words, the territorialisation as necessary condition of any narrative identity, 
chases and acts on the appropriation of enunciation defined by the sets of images in 
the form of a scientific discourse. What the narrative identity is actually doing is 
acting as a Principium Individuationis16, and not just functioning into a “real 
referent”. This explanation takes the problem of representation into further 
considerations, not only the nineteenth century idea of copying from a universal 
model, as authors like Hand, pretend us to believe. 
 
The question of dealing with reality as stated by many authors, such as, [Brachman, 
1996], [Hand, 2001], [Buntine, 1996] or [Luce, 1994], this last one with the 
comments of Patrick Suppes, as a mathematical method imposed on the reality, is 
totally a nineteenth century idea. These authors, on the one hand, consider the 
existence of an independent reality and see the scientists a discoverer of those things 
in the world outside, fact that could be arguable, even more after the development of 
science in the twentieth century; on the other hand, it is obvious why they close the 
discussion at this point and do not consider questions such as the well-ordering of the 
world or seen the scientist as a creator of <facts> (because it is the duality subject-
object that is blurrily grasped). This nineteenth century conception of science leads to 
ideas such as the conception of fact and a chronology as a succession of deeds, in 
which the separation of perception and thought reaches inconceivable logical limits. 

                                                 
16 Schopenhauer's term, the principium individuationis, or 'principle of individuation', 
symbolizes man's separation from the chaos of life when under the protective influence of 
Apollo. In opposition to this principle of calm reason, there is Dionysus, who represents the 
collapse of the principium individuationis, the inability to discern the boundaries between 
appearance and reality 
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If we want to follow this sort of argumentation, we would have to link the notion of 
applied science to a status of “reality representation”. In the case of Kantorovich it is 
obvious the contrary, the determination of a reality principle taken from his discourse 
and its epistemic procedure, is linked not with a representation of reality, but with a 
production of a “common sense”, from which “anyone” can discern a principle of the 
real. This is not applications, but a reflection towards an applicatory action. As said 
by [Gardner, 1990, 646]: 
 

Kantorovich said, “A major achievement of the mathematical economic 
direction was the elaboration of a series of problems of planned pricing, as 
was the sustentation of the thesis of the inseparability of the plan and 
prices” (Kantorovich, M. Albegov, and V. Bezrukov 1987) 

 
These reflections are gathered in a discourse, and this discourse is always point 
towards a legitimation, that is always based on the notion of fact.  
 
As Hayden White states:  
 

This critical technique manifestly flies in the face of the practice of 
discourse, if not some theory of it, because the discourse is intended to 
constitute the ground whereon to decide what shall count as a fact in the 
matters under consideration and to determine what mode of 
comprehension is best suited to the understanding of the facts thus 
constituted. [White, 1978, 3] 

 
In fact, all the authors that have commented on historical or philosophical works on 
applied mathematics discuss about a previous step to the construction of discourse as 
conceived by White. For them the discourse takes the shape of a nineteenth century 
idea of “representation of reality”, (see [Hand, 1994]), idea which presupposes an 
implicit meaning of “transparency” and “neutrality” of language and writing, aspects 
that simply do not exist in this case, for example just by seeing the American versus 
the Soviet side in this work. 
 
Discourse in the sense quoted above by White, is crucial as it is linked directly with 
the notion of understating, as  
 

The etymology of the word discourse, derived from Latin discurrere, 
suggests a movement‘ back and forth’ or a ‘running to and fro’. This 
movement, discursive practice shows us, may be as much prelogical or 
antilogical as it is dialectical. [White, 1978, 3] 

 
And he continues,  
 

A discourse moves ‘to and from’ between received encodations of 
experience and the clutter of phenomena which refuses incorporation into 
conventionalized notions of ‘reality’, ‘truth’ or ‘possibility’. It also moves 
‘back and forth’ (like a shuttle?) between alternative ways of encoding this 
reality, some of which may be provided by the traditions of discourse 
prevailing in a given domain of inquiry and others of which may be 
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idiolects of the author, the authority of which he is seeking to establish. 
Discourse, in a word, is quintessentially a mediative enterprise. [White, 
1978, 3] 

 
Therefore, discourse in this case, can be understood as the vehicle of understanding in 
the sense of the re-account of what was known in terms of the expectations of what 
will be known (we can see here again the idea of past and future, but constructed from 
another point of view, see page 43), if one prefers, the construction of a horizon 
d’attente, or in White’s words,  
 

A discourse is itself a kind of model of the processes of consciousness by 
which a given area of experience originally apprehended as simply a field 
of phenomena demanding understanding, is assimilated by analogy to 
those areas of experience felt to be already understood as to their essential 
natures. [White, 1978, 5] 

 
Thus, understanding means become acquainted with the unknown, action that is, as 
White says, tropological by nature.  
 

This process of understanding can only be tropological in nature, for what 
is involved in the rendering of the unfamiliar into the familiar is a troping 
that is generally figurative. It fo llows, I think, that this process of 
understanding proceeds by the exploitation of the principal modalities of 
figuration, identified in post-Renaissance rhetorical theory as the ‘master 
tropes’ (Kenneth Burke’s phrase) of metaphor, metonymy, synecdoche, 
and irony. [White, 1978, 5] 

 
This position is in line with our constructivist point of view, as the construction of 
language seen by Piaget, links communication with thought, and not language as 
information of codification of structures. 
 

Problème bizarre, au premier abord, car il semble que chez l’enfant 
comme chez nous le langage serve à l’individu à communiquer sa 
pensée [Piaget, 1984, 15] 

 
The communication problem in this case is surpassed and is symbolised in the form of 
language which is itself acquired in the form of information, this is why many authors 
confuse and use indiscriminately terms like data, information and communication in 
the same sense. The communication problem now is of the entities that communicate. 
Language here has a transmition task more than a transmition of information. The one 
who communicates knows and passes this knowledge to the one that does not, but the 
one that does not cannot pass this knowledge to another.  
 
To put it in perspective, in the case of some computational methods like Neural 
Networks, the language is used as a transmission channel which informs; in this case 
it does not matter if the third or fourth parties do not know, language itself informs. 
 
Mathematical language is not only the expression of nature, but also a syntactical 
model which operates independently and builds its own operations: 
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Un regard sur le langage mathématique permettra peut-etre de 
comprendre la nature relationnelle de la prose et de la poèsie classique: 
on sait que dans l’écriture mathématique, encore les rapports qui lient 
ces quantities sont eux aussi transcripts, par une marque d’opération, 
d’égalité, ou de difference; on peut dire que tout le movement du 
continu mathématique provident d’une lecture explicite de ses liaisons 
[Barthes, 1953, 36] 

 
Therefore the scientist has a double role as cognitive subject and as narrative identity, 
as it is the same person that performs a dual action.  
 
Brief Introduction to Measure Theory. 
 
In order to understand the basic concepts behind this theory, one must be acquainted 
with some mathematical concepts of modern analysis, without which modern applied 
mathematics would have been impossible in the sense of its formalisation and 
presentation.  
 
The mathematical concept of Measure is a function that assigns a number to a set. 
And its use in mathematics and many other fields of study, such as theoretical 
physics, is common and widespread. 
 
Measure is the concept on which the standard, modern theory of integration 
(Lebesgue integration) is defined. Any theory that uses integration will most likely 
involve measure. Examples of such theories that involve integration and measure are 
probability, Fourier analysis, differential equations, and others.  
 
The challenge of handling more general sets requires a theory that can also handle the 
familiar sets, the countable unions and countable intersections of intervals, in the way 
already done. The old way of handing intervals is by length. Hence, the interval [1, 4] 
has length 3; in general, the interval [a, b] has length or distance b – a. There are three 
properties of length or distance to notice: 
 
Distance Property 1: The length of [0, 1] is 1. 
Distance Property 2: For a set that has length, any translation of this set has the same 
length. 
Distance Property 3: For a finite or countable infinite sequence of sets that have 
length and are disjoint from each other, the length of the union of these sets is the sum 
of the lengths of these sets. 
 
Property 1 and 2 are clear since it follows from the very definition of length.  To see 
an example of Property 3 for a countable infinite sequence of sets that have length and 
are disjoint from each other, consider dividing the interval [0, 1] using the following 
process:  
 
Divide [0, 1] in half to make [0, 1/2] and [1/2, 1]. Keep the first piece and break the 
second piece in half again to make [1/2, 3/4] and [3/4, 1]. Repeat this process to make 
a sequence of disjoint sets that begin: [0, 1/2], [1/2, 3/4], [3/4, 7/8]…. Note that each 
set in the sequence is a half of the length of the set before it. From this sequence of 
sets, a sequence of lengths is inferred: 1/2, 1/4, 1/8…. This sequence of lengths is a 
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geometric sequence whose sum converges to 1. Note that the disjoint sets in the 
sequence of sets come from breaking up [0, 1]. Hence the union of these disjoint sets 
is [0, 1], which has length 1. This result is consistent with Property 3. To generalize 
length to arbitrary subsets on the real number line, one requires that the new theory 
preserve the three properties of length above. 
 
Unfortunately, a problem arises when length is generalized to arbitrary subsets of the 
real number line. There are subsets, that cannot be assigned a length or distance. One 
way of constructing such subsets is to consider the following equivalence relation on 
the interval [0, 1). Let x and y be two real numbers in [0, 1). Define x to be equivalent 
to y if and only if x – y is a rational number. To ensure that this relation is a well-
defined equivalence relation, one must check that it satisfies the three properties of 
equivalence relations: x is equivalent to itself; if x is equivalent to y, then y is 
equivalent to x; and if x is equivalent to y and y is equivalent to z, then x is equivalent 
to z. The properties of the rational numbers used in this example are that the sums of 
rational numbers are still rational. Finally there is a theorem that states that an 
equivalence relation partitions the set, in this case [0, 1), into a disjoint union of 
equivalence classes17, in this case subsets of [0, 1) such that any two elements in the 
same equivalence class has a rational difference. 
 
Let N be the subset of [0, 1) that contains exactly one element from each equivalence 
class. Translate N by r, a rational number between 0 and 1, including 0, but excluding 
1. In the resultant set, take the subset of the elements that are 1 or larger and further 
translate the subset of these element s by –1. Call this new set Nr. (Note that Nr is a 
subset of [0, 1).) As stated above, these translations are just the addition of r and –1 to 
each element of their respective sets. If x is an element of N, then x + r or x + r – 1 
(but not both) is in [0, 1) and in Nr. Any element of an equivalence class is some r or r 
– 1 away from the element of the same equivalence class in N. Consider the 
equivalence class with 1/4 and 3/4 in it. If 1/2 is added to 1/4, the result is 3/4. If 1/2 
is added to 3/4, the result is 5/4. If 1 is subtracted from 5/4, the result is again 
contained in [0, 1). Hence, every element of each equivalence class is in Nr for some 
r. Since the disjoint union of the equivalence classes is [0, 1), [0, 1) lies in the union 
of Nr. Finally, it is necessary to show that for any two different rational numbers in 
[0, 1), r and s, Nr and Ns are disjoint. If y is in both, then y – r or y – r + 1 and y – s or 
y – s + 1 are in N. Since all of these numbers merely differ by a rational number, they 
must lie in the same equivalence class. Since N is constructed with only one element 
from each equivalence class, these numbers must be the same number. If y – r = y – s, 
then r = s. If y – r = y – s + 1, then s = r + 1. This case is impossible since s is less 
than 1, but r is greater or equal to than 0. Hence s = r + 1 is extraneous and discarded. 
If y – r + 1 = y – s, then r = s + 1. This case is similarly extraneous and discarded. If y 
– r + 1 = y – s + 1, then r = s. Hence, r = s. This result implies that if two Nr’s share 
one element, they share all elements. Therefore, [0, 1) is the disjoint union of the Nr’s 
for all r, a rational in [0, 1). 
 
What length should be assigned to Nr? By Property 2 of length, the length of Nr for 
each r must be the same since the Nr’s are just translations of N. By Property 3 of 
length, the length of [0, 1) must be the sum, over the countable infinite number of 

                                                 
17 Equivalence class is a mathematical concept, which refers to a subset of given set induced by an 
equivalence relation on that given set. 
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rational numbers in [0, 1), of the length of the Nr’s. One can try to assign to each Nr a 
positive length. Then all the Nr’s have this length. Consequently the sum is infinite. 
This result implies that the length of [0, 1) is infinite in contradiction to Property 1 of 
length. (Note that the length of a single point is zero. Hence the length of [0, 1] equals 
the length of [0, 1).) Thus, the Nr’s cannot have positive length. One can also try to 
assign to each Nr zero length. Then the sum is zero again in contradiction of Property 
1 of length. Given this paradox, the only possible conclusion is that N cannot be 
assigned any length. Consequently this result shows that some subsets cannot be 
assigned any length. To keep the three properties of length stated above, the 
mathematician must restrict the subsets that are assigned a length to certain “nice” 
ones. One way of constructing nice subsets is to first consider subsets that satisfy 
Property 3. These are called sigma-algebras. 
 
Sigma-algebras 
 
As examples of sigma-algebras, consider the sigma-algebras over the real numbers. 
One example is the two-element sigma-algebra containing the real numbers as an 
element and the empty set as the other element. Another example is the sigma-algebra 
containing every possible subset of the real numbers (the Power set). Between these 
two borders, there are sigma-algebras in which we can generalize length and distance 
on. 
 
A sigma-algebra is a collection of subsets of a given set. Some other names for this 
concept are sigma-algebra, sigma-field, and sigma-field. A sigma-algebra is defined 
in analysis, a branch of modern mathematics dedicated to study real numbers complex 
numbers and functions and the foundations of calculus as well. Sigma-algebra is a key 
concept necessary for the definition of measure. In fact, Probability theory employs 
the concept of sigma-algebra as a key because of its use of measure.  
 
An algebra over a given set X , is a non-empty collection of subsets of X . Algebras 
over sets are different from the traditional algebras defined in the major branch of 
mathematics called algebra. In one case (in an algebra over a set), the inverse element 
does not exist, and in the other case (in a traditional algebra) it does. For example 
consider the intersection operation; pretend for the moment that it is only a binary 
operation. Let S  be a subset of X . Then SXS =∩  and SSX =∩ . Then X  is the 
identical for the intersection operation since any subset S operated under intersections 
with X  equals S . To find an inverse for S , one must find a subset of X  such that 
when intersecting S gives X . The only way this can occur is if XS = . Otherwise, 
inverse elements do not exist. A similar argument can be used for the operation of 
union.  
 
The succinct definition of an algebra over a set is as follows. Let X  be a non-empty 
set. An algebra over X  is a non-empty collection C , of subsets of X  that is closed 
under complements and finite unions. 
 
A sigma-algebra is a generalization of an algebra over a set. Simply add a property: a 
sigma-algebra is an algebra over a set X that is closed under countable infinite unions. 
 



 22 

Finally, a special sigma-algebra is the Borel sigma-algebra on the set of real numbers: 

Consider the collection of closed intervals (denoted with the form[ ]ba, ) on the real 
numbers. This collection of closed intervals generates the Borel sigma-algebra over 
the real numbers. One can prove that the Borel sigma-algebra over the real numbers 
contains all open intervals, closed intervals, countable infinite unions or intersections. 
This sigma-algebra is, the domain of the length measure. 
 
Sigma-algebras play an important role in the definition of measure, crucial in the 
modern theory of integration, (Lebesgue integration), which is a cornerstone of 
mathematics, analysis. The use of sigma-algebras allows us to restrict our attention to 
a smaller, and generally more useful, collection of subsets of a given set. The 
measures that take a sigma-algebra as domain can, then, hope to ignore some of the 
subsets that are difficult to use. This selectivity provides power to measure sets and 
elements of sets. 
 
The Definition of Measure  
 
Let X be the set whose subsets will be assigned a non-negative real number or 
infinity. Let M be a s -algebra over X. A measure, µ, is function from M to the non-
negative real numbers or infinity such that the following two properties are satisfied: 
 
Measure Property 1: For the empty set, denoted by ø, its value under µ is zero. 
 
Measure Property 2: The value of µ under any finite or countable infinite disjoint 
union of subsets of X that are also elements of M are equal to the finite or countable 
infinite sum respectively of the value of µ under each of the subsets. 
 
Note that Measure Property 2 is like distance Property 3. In standard mathematical 
notation, the definition of measure, µ, is as follows. Given X and M as above, define 
µ: M ?  [0, 8] such that the following two properties hold: 
 
Measure Property 1: µ(ø) = 0. 
 
Measure Property 2: If {En}18  is a sequence of disjoint sets in M, then µ(U18En) = 
? 1 8  µ(En). 
 
The triplet (X, M, µ) is called a measure space. An element of M is called a 
measurable set. 
 
The study of measure, measure theory, allows us to consider distance as a measure. In 
identifying distance to be a measure, it became possible to generalize and extend 
length to more sets by utilizing measure theory’s power to avoid the problem 
mentioned above in extending length. The result is the creation of the Lebesgue 
measure on the real numbers, the name given to the generalized length function that 
motivated this discussion of measure.  
 
Given this brief introduction to measure theory in the mathematical sense, we can say 
that the same problem, equation (1) in this section, can be seen in its many variations, 
depending on the conditions of the sets and measures. For example, when the space 
X is finite, the problems are reduced to a linear programming transportation problem. 
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The general problem is called the Kantorovich-Gavurin transportation linear program, 
and the problem with fixed projections becomes the Hitchcock-Koopmans 
transportation linear program. 
 
In any case, the most important breakthrough in the applied ma thematical work of 
Kantorovich is the statement of the discrete linear programming algorithm. This is 
due to its facility to grasp and compute. To understand this specific case of the 
mentioned above, one does not need “heavy mathematical artillery”, like functional 
analysis theory, as the general standard for of the linear programming problem is as 
follows: 
 
Maximise or minimise: 
 

xcxcxcZ nn+++= ...2211  
 
Subject to: 
 

bxaxaxa nn 11212111 ... =+++  

M
bxaxaxa nn 22222121 ... =+++

 

bxaxaxa mnmnmm =+++ ...2211  
0,...,0,0 21 ≥≥≥ xxx n  
0,...,0,0 21 ≥≥≥ bbb m  

 
Being the main features of the standard form: 
 

1. The objective function is of the maximisation or minimisation type. 
2. All constraints are expressed as equations. 
3. All variables are restricted to be nonnegative 
4. The right-hand side constraint of each constraint is nonnegative. 

 
In matrix vector notation, the standard form can be expressed as: 
 
Maximise or minimise: 
 

cxZ =  
 
Subject to: 
 

bAx =  
0≥x  
0≥b  

 
Analysing the ℜ2  case, the constraints are seen as lines in the two-dimensional space 
delimiting a convex subspace in the plane. This subspace is called the feasible region. 
The objective function (to optimise) is also seen as a line. If the re is an optimal 
solution to the problem, then at least one of the intersections of the constraints 
(delimiting the border of the feasible region) will always be a possible optimal 
solution. 
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This is a fundamental property of the method; in fact, Dantzig’s iterative method to 
solve it called the simplex method is based on this. Even though the feasible region of 
a linear programming problem contains an infinite number of points, an optimal 
solution can be determined by merely examining the finite number of intersections 
(corners in a graphic) in the feasible region.  
 
Finally, a major extrapolation not of the linear programming problem but of the 
translocation of masses is the transportation problem. This problem involves the task 
of production and organisation planning. In his [1942] Kantorovich proposed: 
 

Let a continuous non-negative function ),( yxr  be given that represents 
the work expended in transferring a unit mass from x  to y . By the work 
required for transferring the given mass distributions will be understood 
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 [Kantorovich, 1942] 

 
The components of a given vector ),...,( 1 ΦΦ=Φ m  (or more precisely, their absolute 
values) represents volumes of production (when 0≤Φk ) or consumption (when 

0≥Φk ) of some uniform product at m points, labelled by an index k in 
{ }mK ,...,2,1= . It is further assumed that the total volume of consumption coincides 

with the total volume of production, that is, that 
 
∑ =Φ
∈Kk

k 0  

 
A transportation plan is determined by choosing a matrix 
 

[ ]Ψ=Ψ ji ,  
 
whose elements indicate the planned volumes of transportation from each point i  to 
each point j . 
 
 
In other words, the problem is reduced to minimise: 
 

∑ ∑=
= =

m
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n

j
jiji xcZ

1 1
,,  

 
which represents the total cost of transportation, subject to 
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n

j
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,  
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Which is the supply restriction, for example at a warehouse i , and 
 

bx j

m

i
ji ≤∑

=1
,  

 
which stands for the demand requirement, for example at market j  
 

0≥x ij  
 
which represents the nonnegative restrictions.  
 
In this way, the demand constrains guarantee that the total amount shipped to the 
market meets a minimum demand at the market. This form of presenting the problem 
and its solution threw light in other fields of knowledge such as computer methods 
and other further application in social areas, becoming the main topic in the field of 
Applied Mathematics. 
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Introduction: Why Latin America?  

 
 
 
 
 
 
 
1. Abstract 
Why do we use the term of ‘Latin America’ to represent an ensemble of areas and 
geographical region which at first glance can hardly be considered as one set? What is the 
relation between the history of South America, the ‘discovery’ of America and the 
creation of the term ‘Latin America’? Why on defining ‘Latin America’ does the notion 
of culture always appear  as an essential item? When and how does the idea of one Latin 
American culture appear? What is the meaning of culture which allows to group together 
what, as we said, seems to be incompatible? 
 
What changes if we consider Latin America as a cultural term originated in South 
America itself or if we consider it as a term invented by Europeans? What changes if 
instead of considering the history of South America as something produced by natives, 
we consider it as something generated by Europeans to adequate the American space to a 
Eurocentric perspective and not to what was existent at the moment of the ‘discovery’ 
within South American soil? 
 
How many definitions or concepts of ‘culture’ can we consider in relation with ‘Latin 
America’? Why? How many meanings of the term ‘Latin America’ exist today? Who 
makes use of them? Why? 
 
 
 
2. Readings and References 
Indicated Reading  Mignolo:  
‘Uncoupling the Name and the Reference’ [‘Preface’, pp. viii-xx]. 
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Bourdieu, Pierre. The Field of Culture Production, London: Polity, 1993. 
DiMaggio, Paul. Sociology of Culture, Cambridge: Cambridge University Press, 1997. 
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Escobar, Arturo. “ ‘World and Knowledges Otherwise’: The Latin American 
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García Canclini, Néstor. Culturas híbridas. Estrategias para entrar y salir de la 
modernidad, Buenos  Aires: Paidós, 2001.  
Geuss, Raymond. The Idea of a Critical Theory: Habermas and the Frankfurt School, 
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Cambridge:  Cambridge University Press, 2004.  
Kowii, Ariruma, “Barbarie, Civilizaciones e Interculturalidad”, in Catherine Walsh (ed.), 
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277-296. 
Mignolo, Walter. Local Histories/Global Designs: Coloniality, Subaltern Knowledge and 
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3. On-going Practical Task 
The list below is a sort of short conceptual vocabulary from Mignolo’s book, your task is 
to find within the text as many definitions as possible of those concepts. 
 
Geo-politics of Knowledge 
Decolonial Paradigm of Knowledge and Understanding 



Pachakuti 
Culture 
Civilization 
Decoloniality 
Critical theory 
Historico-structural heterogeneity 
Decolonial theory 
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Introduction: Why Sociology of Culture? 

 
 
 
 
 
 
1. Abstract 
What is the purpose of the sociology of culture? Why should we consider ‘Latin 
America’ under the light of this European discipline? Would that be for historical reasons 
and epistemic reasons? Why should we refer to the past as evolution instead of ‘history’? 
Why can we not employ parameters of time to refer to conditions and characteristics of 
‘Latin America’? What are the consequences of considering a general analytical 
perspective grounded on a notion of space? 
 
Why does the European ‘Sociology of Culture’ become ‘Sociology of Knowledge’ when 
deployed locally? Consequences and perspectives. 
 
 
 
2.Readings and References 
Theoretical Readings: 
Crane, Diana, ed. The Sociology of Culture, London: Bñackwell, 1994. 
Hall, John R. et al (eds.). Sociology of Culture, London: Routledge, 2003. 
Mannheim, Karl. Essays on the Sociology of Culture, London: Routledge, 1992. First 
edition in 1983. 
Tester, Keith. Sociology and Culture, London: Sage, 2006. 
Thompson, Kenneth, (ed.). The Early Sociology of Culture, London: Routledge, 2003. 
VV.AA. The Sociology of Culture, London: Routledge, 1998. Set of various volumes 
including classic texts from the area. 
Williams, Raymond. The Sociology of Culture, Chicago: Chicago University Press, 1995. 
Williams, Raymond. Culture and Materialism, London: Verso, 2005. 
 
 
Specific Readings: 
Appadurai, Arjun. “Globalization and the Research Imagination”, in International Social 
Science Journal 51(160) (1999): 229-38. 
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1991. Cornell University Press. 
Martínez Estrada, Ezequiel. Radiografía de la pampa, Buenos Aires: Editorial Losada, 
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Development 4 
Brief Lexicon 

 
 
 
 
 
 
 

  
 
 
 
 










































